
The Development of Soft Defined Distributed
Infocommunication Systems Architecture
Based on the Active Data Technology

Sergey V. Kuleshov, Alexandra A. Zaytseva(&),
and Andrey L. Ronzhin

St. Petersburg Institute for Informatics and Automation of the Russian Academy
of Sciences, St. Petersburg, Russia

{kuleshov,cher,ronzhin}@iias.spb.su

Abstract. The active data technology allows developing the architecture of soft
defined systems based on the new principles. The most interesting implemen-
tation is to build self-organized networks that consist of UAV and robotic
complexes. This paper is dedicated to the new architecture of mobile commu-
nication networks proposed by the authors. The analytical review of existing
architectures of wireless self-organizing networks is given; research of available
solutions’ weaknesses allowed to put forward ideas for the development of a
new concept. The proposed concept of node reconfiguration was developed; it
helps to provide the required network structure with appropriate characteristics.
The authors introduced the technology that was developed to organize a
transmission channel for networks with mobile nodes based on the active data
concept. The suggested architecture allows to arrange data transmission chan-
nels in the areas where it is difficult to deploy a network of ground communi-
cations nodes.
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1 Introduction

In fact, the task of communication and the associated problem of data transmission is a
key to eliminating situational ignorance in any mobile distributed system. This is
especially true in the environment, when the user is in a remote place, not covered by
the modern infrastructure of communication networks. In such cases, it becomes rel-
evant to use a wireless data network, e.g., to provide a data transfer channel with
mobile users; quickly deploy a network in the area not equipped with other telecom-
munication channels; provide data transfer in the area that is not suitable for the fixed
infrastructure (water surface, highlands), etc.

Thus, the use of autonomous mobile communication centers (elements of a robotic
technical complex) as repeaters or intermediate nodes in a data transmission network
sets a problem of organizing their interaction in the context of continuously changing
environmental factors. It is known that works in this sphere have been undertaken by
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large companies, for example, by Boeing (see reference [1]). Over the past decade,
unmanned aerial vehicle (UAV) technology has significantly advanced in such areas as
autonomous onboard processor’s computing power, flight control, communications
capabilities. Initially, due to the technical complexity of the implementation, UAVs
were mainly used in the military sphere. However, with the progress of technology, the
scope of applications has gradually expanded to other areas of activity: from agricul-
ture, observation of large industrial facilities and rescue actions in emergency situations
to the delivery of parcels. This makes it possible to use UAVs as small mobile plat-
forms [2].

2 Existing Wireless Self-organizing Network Architectures

Let’s consider the existing architecture and technology of building wireless self-
organizing networks and their features.

By the definition given in the reference [3], mesh networks are networks with a
mesh topology, consisting of wireless fixed (georeferenced) routers that create a data
transmission channel and a service area (coverage area) of subscribers with access to
one of the routers. The “STAR” topology with a random connection of reference nodes
is used.

Ad hoc networks that implement decentralized control of random stationary sub-
scribers in the absence of base stations or reference nodes are employed. A fixed
network with random connection of nodes is used as the topology.

MANET
MANET (Mobile Ad Hoc NETworks) are the networks implementing fully decen-
tralized management of random mobile subscribers in the absence of base stations or
reference nodes.

Compared to traditional MANET networks, FANET networks (networks built on
the basis of flying nodes) have a number of unique functions, such as high mobility and
frequent topology changes that create problems for users in connecting to the network
[4]. According to the reference [5], UAVs have a speed of 30–460 KPH. This raises the
problem that the traditional routing protocols developed for MANET (for example,
AODV, DSR, OLSR) cannot adapt well enough if they are applied directly to the
FANET. As a result, it is extremely important to use a specialized reliable routing
protocol specific to FANET [6].

FANET
FANET (Flying Ad Hoc Networks) self-organizing networks are ad hoc networks. The
main difference of such networks from the wired ones [7] is that they are decentralized
and have no routers, i.e., packets of information are sent on the fly, and Ad Hoc
networks are routed dynamically. In reference [8] it is indicated that there are two main
types of communication between UAVs in FANET networks.

FANET networks are networks for organizing the interaction of aircrafts =.
Unlike VANET and MANET, they are distinguished by high mobility and rapid
changes in the network topology. In such networks, there is an access point that
provides traffic to all UAVs of the network. This is the advantage of FANET networks
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over other networks, since using points and channels can be reserved and, accordingly,
the necessary distribution and traffic control.

The first FANET systems were implemented on the basis of the existing TCP and
UDP network transport protocols [9]. However, as practice has shown, such protocols
are poorly suited for data transmission.

JAUS
JAUS (Joint Architecture for Unmanned Systems) is an emerging standard for mes-
saging between unmanned systems. The JAUS architecture has proven to be effective
due to its active use in a large number of projects; for that reason, military, civil and
commercial organizations plan to implement it in robotic complexes of various scales,
including FANET networks [7, 9].

One of the emerging types of networks for controlling UAVs from the ground when
interacting with FANET networks is sensor networks of WSN (Wireless Sensor
Networks).

WSN
WSN (Wireless Sensor networks) are the distributed, self-organizing networks of
multiple sensors and actuators, interconnected via a radio channel. The coverage area
of such a network can range from several meters to several kilometers due to the ability
to relay messages from one node to another. The combination of a sensor network and
a FANET network assumes the presence of two segments: i.e., a ground and flying
ones, which interact with each other. The ground segment, as a rule, is a distributed
network of self-organizing sensory nodes [7, 10]. The flying segment represents one or
more UAVs. WSN is a self-building system with many capabilities. For example, it can
be transformed into a network capable of adapting to a changing external environment.
Such adaptation is carried out by means of self-organized changes in the topology of
network connections. The established intra-network rules (protocols) will ensure the
reciprocal (shuttle) distribution of information in a heterogeneous network using the
multi-hop method.

The dynamically adaptable WSN communications architecture is able to provide
solutions for such tasks as attaching new nodes, expanding the spatial area occupied by
the network, self-restoration (continuing the previous operation of the network in case
of failure of individual nodes), etc. WSN can provide information gathering and data
transferring over large areas for a long period of time.

In fact, all considered types of networks are an infrastructure for communication
between nodes for solving the tasks of this group (in particular, FANET for organizing
UAV interaction). As an implementation of a scenario for solving the problem of data
transmission through a grouping of nodes as through a distributed infocommunication
environment, we consider three options (strategies) for using UAV as a repeater:

(1) UAVs are advancing to predetermined positions in a controlled or unmanned
mode and holding for the required time in hover mode [11];

(2) UAV are moving according to a predefined flight plane [12, 13];
(3) about group of UAVs in the mode of automatic search for locations most suitable

for maintaining uninterrupted transmission is deploey with continuously changing
environmental conditions taken into account [14–17].
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Strategies 1 and 2 have been widely used for a long time in both military and
civilian spheres; they have obvious limitations of applicability and, therefore, are of no
interest for further consideration. Strategy 3 is a challenging task of ensuring interac-
tion of multiple UAVs, which multiplies the workload of UAV operators in main-
taining situational awareness, reducing their effectiveness, which, in its turn, leads to
the loss of efficiency and possible incidents [13, 15]. Recently, several approaches have
been proposed to ensure autonomous functioning of UAV groups, for example, the
principles of swarm behavior [4].

In references [16, 17], methods for optimizing the mutual positions of several UAV
repeaters with the aim of obtaining the required communication characteristics are
considered. However, managing UAV groups is a challenging task for operators due to
amplified workload and increasing situational awareness requirements. The operator
has to assess the situation, make a decision and give the right control commands, while
analyzing information flows coming from several UAVs at the same time. Information
overload of the operator can lead to a decrease in the efficiency of work, and to
potential emergencies.

In reference [18], the main problems of the organization of dynamic self-organizing
networks based on mobile devices and methods for their solution are considered. It is
indicated that the core issue is the definition of a data transfer route. Since the network
topology and, moreover, the location of its nodes are irregular, determining the
direction in which the receiving node is located becomes very difficult. To solve this
problem, it is possible to propose several approaches to the construction of the
architecture, which are distinguished by the complexity of implementation, on the one
hand, and data delivery efficiency, on the other. The following approaches are appli-
cable to transferring data to a static and mobile nodes:

• Static node is using devices without GPS module
• Static node is using devices with a GPS module
• Static node is based on statistical data on the relative location of network nodes
• Mobile node is using devices without a GPS module: (a) using an additional

channel to transmit the coordinates of a node; (b) using statistical information
• Mobile node is using devices with a GPS module: using an additional channel to

transfer the coordinates of a finite node; using statistical information about the
relative location of network nodes

• Broadcasting.

In addition, many researchers focus on communication protocols and the organi-
zation of the network nodes interaction without focusing on the control of a single
UAV or group of UAVs, while the specific location of the repeaters or the pattern of
their movement often depends on the nature of the transmitted content and may change
during the infocommunication session.

In general, all the considered methods of autonomous control of a UAV group are
aimed at solving only one specific task, while the introduction of a software-defined
technology in combination with the active data approach [19] to control of a UAV
group can significantly expand the range of tasks and adaptability to environmental
conditions due to the possibility of reprogramming network nodes on the fly.
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3 The Concept of Active Data

The analysis of approaches and architectures has shown that most of the approaches are
aimed at creating routing protocols and solving problems of traffic in mobile data
networks optimization.

Developers offer new communication protocols and communication modules based
on them, or use standard modules to build a mobile network, paying more attention to
the behavior of network nodes.

Unlike analogous approaches, the authors propose to use an architecture that uses
the active data approach [20, 21] (application of executable codes transmitted via data
transfer channels and executed on communication nodes), which allows dynamic
updating of a program component for the behavior of a group of UAVs (see Fig. 1).

Active data (AD), according to [22], configure the software-defined equipment
required for their propagation through the communication environment.

It is possible to distinguish the main groups of actions implemented by the means of
the active data:

• Change of the operating frequencies, types of modulation or manipulation, topology
of the network of radio devices through the re-initialization of communication
modules

• Change of the data transfer formats, protocols, coding types by dynamically
replacing the software component in communication modules

• Generating commands for changing the position of the UAV to control the spatial
configuration of the repeater groups

• Reconfiguration of the flight controller by replacing the software component.

Fig. 1. Architecture of an infocommunication system based on a network with mobile nodes
using the concept of active data (AD)
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The listed action scenarios used in the tasks of information communication greatly
increase the flexibility of data transmission channels based on mobile repeater
networks.

4 Place of the Active Data in the UAV Control System

The proposed architecture partially changes the hardware structure of the UAV on-
board equipment [23], as well as the software stack (see Fig. 2).

Let the flight plan be defined by the program, which determines not only the flight
order for the given waypoints, but also the actions that need to be performed at these
points or the allowed reactions to certain conditions that arise during the flight.

The use of an active data architecture makes it possible to control the behavior of a
repeater UAV using the data flow which itself is allowing for a much greater func-
tionality and scalability of the system.

5 Conclusion

An analytical review of existing architectures of wireless self-organizing networks,
including the concepts and principles of MESH, MANET, and other distributed net-
works, showed that all considered types of networks are realizations of the commu-
nication infrastructure needed to solve the tasks of an autonomous mobile UAV
network, and the researchers mainly concentrate on communication protocols and

Fig. 2. UAV control system software stack
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organizing interaction between network nodes without focusing on the reconfiguration
of the network and its individual nodes.

To eliminate these shortcomings, a concept of node reconfiguration was developed
to provide the required network structure with the required characteristics. To achieve
this goal, a technology was developed to organize a transmission channel for the
networks with mobile nodes based on the active data concept, which extends the range
of possible operations due to active adaptation to changing conditions.

The proposed architecture provides for the organization of data transmission
channels in the areas where it is difficult to deploy a network of ground communication
nodes, as well as in emergency situations.

In contrast to the well-known works [1, 4, 6, 14, 24–27], it is proposed to use UAV
controlled by AD as a mobile node where the software component of AD, being
launched on each mobile node, analyzes the communication environment to make a
decision on data delivery to the destination node.
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