ACADEMY OF SCIENCES OF THE USSR
LENINGRAD RESEARCH COMPUTER CENTER

VeVeAlexandrov, Ae.VeArsentyeva

DIALOGUE STRUCTURE
(DIALOGUE - IS IT AN ART OR SCIENCE?)

Part 1

Leningrad
1984



Forword

This paper presents the results of an investigation car-
ried out with the objective of examining the role of dialogue
in information interaction. ,

The investigation has shown that to organize an adequate
dialogue purporting to effect common understanding in an easy
way both logical and linguistic constituents should be incor-
porated in dialogue structure.

The logical approach to dialogue construction reflects
the tendency of specialization and is cheracterized by the
high rate of information interaction pertinent to restricted
functional arease

The linguistic approach, on the other hand, manifests an
aspect of universalization and is distinguished by possessing
remarkable inherent features of explanation and adaptability.

To reveal dialogue structure we studied & collection of
texts of diverse categories ranging from poetry in original
and in translations, through non-fiction works to computer
programs including commentaries - each of them representing
an example of dialogue in specific form.

The structural analysis was carried out on the basis of
application of techniques of pattern recognition and cluster
analysis.

To characterize structural patterns of texts we used pa-
rameters of functions of Zipf, Mandelbrot and our own appro-
ximating ranking distribution of word occurrence frequency in
texts.

To facilitate physical interpretation of the observed re-
sults, particularly those relating to dialogue construction
and development, we conceived parameter A o+ By means of this
parameter, which indicates the rate of structural development,
we were able to assess the role of linguistic and logical con-
stituents in dialogue constructione

It is also shown, that in contrast to artificial language
texts, the tree structure representation of naturel language



texts exhibits presence in them of three clear-cut segments
which is the characteristic mark of the linguistic approache

In the way of mathematical description of various tree-
like structures we used recursive approache.

As a conclusion let us remark, that if one wishes to cre-
ate an adequate user-friendly information interaction system
he should take into account the following considerations. The
first constituent of the dialogue structure should be aimed
et explanation. Consequently, the structure, vocabulary and
text generation grammar of this constituent should comply with
the structure of linguistic approach. The second constituent
of dialogue intended for inner computer program realization
should be based on the logical approache



"Plus il ira, plus 1l'Art{ sera
scientifique, de méme que la
science deviendra artistique.
Tous deux se rejoindront au
sommet aprés s'étre séparés
a la base".

GeFlaubert*

Introductione.

Advances in computer field brougt about emergence and
widespread proliferation of an array of computer types - from
all-purpose “super" mainframes to dedicated mini and desk-top
personal computerse.

Nevertheless, this profusion alone was not sufficient to
facilitate exploitation of computer inherent capabilities to
full extent. There is a strong evidence of a significant
disproportion between the rate it takes an average user to
master computer, and the rate by which computer performances
are increasing (speed, memory, etc.). This disproportion,
hindering efficient use of‘computer, may be contributed to
inherent shortcomings of practised communication methods,
which introduce elements of disharmony into & process of man-
machine communication.

A lot of effort has been and is being spent lately to

* "The further we go the more Art will be scientific and
science artistic. They will reunite at the top after
having been separated at the base". G.Flaubert,
Correspondance, 24 april, 1852,



BoXBIMHCTBO ZMANOTOBHX CHCTEM MCNONbSYDT B TOM WIM HHOR
fopMe TAKTHKY MEHD, B KOTOPO# QyHKIuM NUAIOTa ONPERENADTCA 3a-
paHee, M NONb30BATENb TAKWM O6Da30M He MMEET BO3MOEHOCTM B3ATDH
Ha cefs &KTMBHYD pPOXb B NMOCTDPOEHHM M MOmMpUKAUMH nuajora. Ho-
JOXEeHHe NOJb30BATENf OTHOCHTENbHO 3TO# TAKTHKM CPAaBHMMO C, NO-
JZOXEHMEM UEJIOBEKa NONYJADmMEro HHCTDYKUMH O TOM, Kak CIEnyeT pe-
ar¥poBaTh Ha OHNpefielleHHy n CHUTyallup.

XoTs Lenp DMaJora ¥ MHCTPYKIMM OGHUHO COBHNANENT, - ofy-
yeHre "MpaBUIbHEM" 2NEKBATHHM DENEHUAM Ha PEeaKIu OKpyzapie#
CpenH, OJHAKO, B NMOBCELHEBHO} EM3HM MH OOyuaeMcs Ha €CTECTBEeH-
HEX guaiorax B fopue Gecep M TEKCTOB, HECMOTPA Ha MX ABHYD n30H~
TOUHOCTb MO CPABHEHMD C MHCTPYKTHBHEM ONUCaHUEM.

OueBuOHO, UTO KOMPOpTHOE, APyRecKoe B3amMozeficTBhe C oBM
LOJXHO YUMTHBATBH cleludyuecKue OCOGEHHOCTH MOCTPOEHHA AMAalora
B mpoijecce OOMEHHHA.

V3BeCTHH MOMHTKM CO3JaHUA Npo6JerHO-OPUEHTVPOBAHHHX AHa-
JIOr'OB, NMOXOEKX Ha eCTeCTBEHHHE /1,2,3/ , OpHEHTHpPOBaHHHE Ha
aKTYBHYD pOJb MOJB30BaTENd. B 3TOM CiIyuae MOAb30BaTelIb ofyuaer
cHCTEMY .

Yro6u yyecTb BTH chelupuuecKue OCOGEHHOCTH HYRHO Npexne
UCCJIENOBaTh CTPYKTYPYy €CTECTBEHHOr'0 Iuajora.

Tak kak JoGo#t Nuajnor Hemucaumu 6€3 TEKCTa, HE3ABHCHMO OT
BMna, crnocoba M A3HKa ero NpencTaBleHud, TO aHaun3 CTPYKTYPH
nuanora MH GyfeM NMpOBOAUTH Ha OCHOBE MCCJENOBAHUA CTPYXTYPH
PABJHUHHX TEKCTOB. |

1. Jlorrueckas ¥ JUHTBUCTHUECKAA COCTABIANMAA JAHajora.

CinoBo "mmanor" cTano CHHOHMMOM MNOWCKa B3aUMHO-OJHO3HAU-
HOr'O TMOHWMAHWA B PasiMUHHX cepax uesoBeuecKoro of6mecTBa: MO~
JTATHKE, MCKyCCTBE, Hayke ¥ Ap. /MeHHO B TaxoM WMHPOKOM CMHCJE
MH GyfeM MCHOIB30BaTh CIOBO JMANOr, KOTOpOe BKMOUAET TAKme
Ba0uUHHE NUAJOlH, T.€., HAyUHHE CTaThU MIN XyNOXECTBEHHHE TEKC-—
TH, NOCPENCTBOM KOTODHX &BTOP MHTAeTCA YCTAHOBUTH B3aUMONOHH-
MaHMe ¢ uuTaTeneM. HoBuit Bclieck MHTepeca K HCCIENOBAHUAM
GyHKOMM CTPYKTYDH ¥ OcoGeHHocTelt BefeHUd (nocTpoeHns) mpuajora-



£ind & solution to this problem especially in the fields de-
eling with natural languages, problem-oriented and expert
systems, and as a result several approaches appeared. As a
rule these approaches are oriented to specific group of
users, and consequently are effective in solving local prob-
lems only. Real impact on society the computers may make on-
ce the methodology is devised of their widespread prolifera-
tion and use as a mass communication tool and information
medium.

In our opinion, one of the key reasons of unsatisfac-
tory situation in man-machine communication lies in the fact
that too little attention has been paid to the role of dia-
logue in communication.

lajority of dielogue systems use some OT other form
of menu techniques in which the dialogue functions are pre-
determined snd thus the user has no opportunity to take active
part in dialogue construction and modification. Position of
a user in reletion to such techniques may be compared to a
person getting precise instructions of how to behave in &
particular situation.

Although the aims of instruction and dialogue correlate
closely, i.ee they both aim to teach us rules of how to act
properly in response to enviromment changes, still we in our
everyday life learn to react by resorting to natural langueage
dialogues in the form of loose conversations and texts, regard-
less of their evident redundance as compared to strict for-
mal instructions.

Therefore, it seems hard not to agree that inter-
action Dbetween man and computer, or more precisely, the
organization and structure of dialogue in man-machine
communication should be based on a comfortable, easy end
informel wey human beings interact among themselves.

There are some attempts to produce en illusion of "natu-



rality" in dialogue with problem-oriented systems /1,2,3/ which
are oriented to user active part. In this case the user “edu-
,/Egigﬂ computer.

To construct a friendly dialogue with computer we need
to get & deeper understanding of natural languege dialogue
structures.

Since any dialogue is impossible without text, regard-
less of its form, mode and language of presentation, we will
start our investigation into neture of dialogue structure by
analysing structures of various textse.

1. Logical and linguistic features of a dialogue.

The word "dialogue" seems to have become a synonym in
various spheres of society (politics, arts, sciences, etcs.) of
an act of "searching for & common understanding". In such a
broad sense we intend to use the word dialogue in this paper.
The word dialogue encompasses also dialogues in correspondence,
i,e. texts in scientific papers and literary forms, by means
of which an author tries to establish a communication with a
reader.

In accordance with an inevitable progress due to hist&ry
evolution a new wave of interest of investigation of dialogue
structure and features of dialogue process came about as a re-

sult of the advent of a new tool for storing,analysis and proli-
feration of knowledge. Emergence of computer networks, perso-

nal computers, TV-displays, small-size hard copy units radica-
11y changed the manner of communication in human society.
Development of computer-based information systems, spe-
ciel purpose programming langueges, interactive technique of
communicating with computer introduced greater number of ques-
tions than it has solved. These questions are connected first
of all with the way an end-user is communicating with computer.
This new turn of thinking in relation to end user reflec-
ted also in computer terminology bringing to it from everyday



usage such terms as e.g. "friendly dialogue" /4/«

The first significant scientific contribution to the
meaning of dialogue in uncovering a sense and truth and achi-
eving common understanding of participants in conversation
may be ascribed to Plato.

In accordance with his teachings we have to turn our
attention from formal side of human discourse to a sense
which is being conveyed or which is maybe hidden in it . Pla-
to created his dialogues using cyclic way of conversation bet-
ween persons during which they coordinated their thoughts,
corrected representation of thoughts in a language, establisg-
hed common aims and finally grasped common sense.

Soon, it became evident that the words do not convey
the exact meaning they were meant to, that they do not trans-
mit truly end faithfully one's image of an object, phenomenon,
relation, etc. Is lenguage really the cause of ambiguity ? The
above question intrigued man from the encient times. Brilli-
ant contribution to the subject was made by Leibnitz in his
famous work /5/.

It became apparent that the level of ambiguity depended
almost exclusively on the skill of the writer or speaker in
choosing proper words.

This rather intuitive comprehension of ambiguity problem
in dialogue resulted in emergence of two different approaches
of dialogue organization: logical and linguistic.

Logical approach to dialogue organization gradually
metamorphosed into an axiomatic method of looking for a proof
to & preformulated statement (calculus theory). Plato in his
explorations came very close to discover the basic laws of
formal logic. By saying for example in one of his dialogues
that "it is impossible to be and not to be one and the same
thing" he, as a matter of fact, formulated the law of contra-
diction. He also stressed the need to follow this law through
all the stages of the thinking process.

The general concept of linguistic approach is based on the



wellknown model of "SENSE-~-TEXTn gsets. Each element of the

first set represents text expressed in en artificiasl semantic
language subject to reconstruction and an element of the second
setl represents text in natural language. It is apparent, that
an element of the "SENSE" set should correspond to a subset in
"TEXT" set and vice virsa /6/.

Chomsky pointed out that the reason of why traditional
grammars (both concrete and universal) fail to formulate ade~-
quately the regular processes of construction and interpretati-
on of sentences is a common belief in existence of a natural
order of thought which could be mapped in mirror image faith-
fullness to the appropriate order of words. Therefore, the
rules of construction of sentences are really not parts of the
&rammar and should be looked for in a discipline of science
which is studying order of thought.

In Grammaire général et raisonable (Lancelot et al,
1660) it has been said that "the order of words follows "na-
tural order", except in metaphoric sayings,which corresponds
to the natural expression of our thoughts" /7/.

The embiguity, i.e. existence of a "one-to-many" corres-
pondence between the "SENSE®™ and "TEXT" sets is a prime reason
why it is so difficult to translate texts from one language
~into another, especially poetry. When translating texts from
one language into another it is of paramount importance to
succeeded in conveying tangible sense of a text which embodies
all the concepts of another society possessing another langua-
ge, national character, & mentality of its own as well as all
the underlying associations of that society related to time
and space. Otherwise, if the words were only empirical signs,
without any socio-historical background that produce complex.
associative relations, then literature would not differ from
algebra, and poetry could not exist.
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In response to constant enrichment of society with new
experiences lenguege is continuously evolving to meet subse-
quent knowledge accumulation becoming more abstract, capacious
and unambigous so as to be able to express more adequately
SENSE by means of TEXT. The process of languasge evolution is
being accompanied by creation of text constructs comprising
dialogue means for establishing necessary links between the
traditional and new language forms.

In such a way language became & vehicle for expression of
ideas, a means of transforming thoughts into texts which could
be properly understood by the community they were created for.

Texts in broader sense (painting, sculpture, ballet, etc.),
that is, any creation of art and sciences having an impact on
society should possess form and incorporate all the richness of
past and present experiences of contemporaries, subject to some
"ryles". Consequently, sense and meaning of e TEXT depends
exclusively on the experiences of the individual user.

In the way of our first conclusion let us remark that use
of logical approach in dialogue constructions had some measure
of success in designing artificiml systems cheracterized by
one-to-one correspondence between stimulus (signal) and respon-
se to it, and in generating artificial forms of communication.
Emergence of computers brought about by inevitable progress in
science and technology gave a new meaning to the two forms of
dielogue construction, and resulted in two different develop-
ments, but this time in computer environment.

The first one is mathematical theory of languages, algo-
rithms, calculus, etc. This development however, not only did not
help in bringing end-user closer to the computer, but aliena-
ted him from it with the result that the researchers turned
their attention to the more promising linguistic approach and
developed more netural forms of communicating with the system.

The second one-is linguistic epproech to problems of man-
machine communication.

It is strange to notice that a number of researchers,
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although starting with the same objective in mind of develo-

ping new language forms for more natural man-machine communi-
cation, after a while turned a8ll their interest to exploring

the special field of linguistics proper /8,9/.

Emergence of computers and associated with it the need
for man-machine communication should not change anything in
the basic role of dialogue which is and alweys was to esta-
blish common understanding. All the principles developed in
millenia of man-man communicetion are still valid and should
be applied now to finding an efficient way of communicating
with computer.

With this in mind we proceed our investigation into pro-
blems of dialogue teking into consideration the following pos-
tulate: evolutionary progress of human society worked out spe-
cific forms of communication by language and developed ways to
efficiently store, represent and proliferate knowledge received
as cultural heritege. Thus, language structure becomes a repo-
sitory of all the variety of human experience, or said in a
more general way, it reflects human capability to represent
knowledge about their surroundings. This capability according
to /5/ is set by inherent characteristics of human nmind,
properties of perception and principles of human brain functi-
oning. _
"In the beginning things were in chaos until the mind ma-
de order" said Anaxagoras. "The mind through symbolization
created a mode of organizing the various inchaote manifestati-
ons of experience in manageable terms ... which gave man, the
power to concieve his world, not simply to react towards it,
as had the animals ... Hence, he built up a number of symbolic
modes which enabled him to find a place in the world and move
amongst its multivarious features with a certain degree of con-
fidence +.. but all such forms are at once expressive and res-
trictive" /10/. _

It seems the right time now, to try to answer the arbit-
rary question which might have been posed by an imaginary oppo~
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nent: why has the inherent capability of man to make order in
his world resulted in such a profusion of knowledge represen-
tation forms? In the way of example he might futher eleborated,
why are there so meny different structural forms of represen-
ting numbers. All this gbundance of forms is due to the fact
that it is always possible to express a sense (an idea) in a
number of texts. What is, or should be, though, the common
property of all the variants of texts is that they all capture
structural ordering of those constituents of perceived sense
(idea) which characterize its content. Inherent capability of
man to make order in his world enables him to put into effect
selection criteria, with the result that in the historical run
preserved are only those structural forms which comply to the
unmerciful laws of selection. The selection criteria were for-
mulated by Zipf in the most general mamner in his principles
of least effort: to spend minimum number of words and be un-
derstoodes. /11/0

For example, in the problem of selecting most effective
celculus system, that is the one in which to represent N
tuples we need &%?/V signs, following Zipf's principles the
priority is given to positional calculus systeme.

From the point of view of knowledge representation it
need not be of decisive significance what earthly or unearthly
" 1aws human mind is following in its perpetual ordering and
reordering of perceived facts about surrounding reality, always
resulting in an output in a compact and easy to reproduce and
comprehend forme But what is of importance is the fact that
all the products of human activities: social institutions, pro-
duction plants, scientific institutes, etc. take the structu-
ral form of hierarchy.

A primitive system, that is a system. without hierarchical
relationships is not capable of self-growth and evolutione.

To promote growth we need to impose hierarchical relati-
ons to the system by means of which we obtain dynamic mechanism
capable of generating in compact form new ebstract concepts
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reducing thereby complexity of description of generic facts.

Let us illustrate this proposition by reffering once aga-
in to the foregoing example of unambigous identification of N
tuplese.

Primitive calculus system operates on the bases of I:

I, II, III «..

Number of signs in this case is Z=N . It is evident,
that on the basis of such numeration it is quite impossible to
reduce complexity of description of specified objects.

By using positional calculus system, specified by Z:&y,-/v
we achieve a qualitative jump from Z=N for ¢ =1 to
Z=tog:N, ¢>4.

Positional calculus system is hierarchical in nature which
means that more "compact" and/or less "complex" systems may be
generated from it,

This rather trivial example (trivial to-day, but not centu-
ries ago) indicates in an indirect way that between any two
calculus systems may exist isomorphism.

Let us examine now the role of texts, sentences and words
in dialogue construction. ' _

In the chain "SENSE1 - TEXT1 - TEXT2 - see = TEXTk -
RESULT - SEHSEz", the operators SENSE~-TEXT represent query
action of the end-user and TEXT-RESULT - operation and respon-
se of computer. Computer text operator in TEXT-RESULT shall be
deemed equivalent to end-user text opérator in SENSE-TEXT if
the end-user thinking activity proceeds in the same manner as
it used to without computer.

Really, no author ever dared to interrogate his readers

as to do they understand anything of what he wrote. This is
usually prerogative and privilege of sociologists and teachers.
Anyway, the sense which reader percieved from reading & book
should, in ideal case, correspond to the ideas put by the aut-
hor in the text of his booke

Now it seems natural that the requirement for TEXT-RESULT
isomorphism brought to light the concept of algorithm - en ar-
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tificial construct comprising texts in the form of instructi-
ons which specify in a strict and unambigous way the sequence
and manner of execution of a task.

So, what shall be the dialogue structure like to both em=-
bed effectively SENSE into TEXT and generate RESULT equivalent
to SENSE ?

If the role of TEXT is to describe  (represent) an idea
(SENSE) and convey this idea to other members of communi ty, then
the role of words is to identify objects and activities per-
formed on the objects, and of sentences to create generic ele-
mentary relations between the words (elementary structural
entities).

Let us formulate basic proposition regarding structural forms
of the "SENSE - TEXT - RESULT - SENSE" description chain.

1s As & result of establishing cause/effect relationships
between the objects of the domain under investigation complex
structure is imposed on the system.

2+ Systems characterized by complex structural relation-
ships should be represented by a set of hierarchical subsys-
temse.

3+ Any complex hierarchical structure may be approximated
by a self-similar recursive structure (e.g. positional calculus
systems, binary trees etce.) in which way complexity of their
algorithmic description is reduced.

4+ To properly map one structure of any complexity to
another the properties of homomorphism should cover besides
the object themselves the relationships of the lower order as
well.

S5« The laws of Zipf, Mandelbrot and their modifications
used in analysis of linguistic features of text structures
provide us with an effective tool in perception of develop-
ing events by controlled infusion of words, concepts and
definitions at comfortable speed into description process /12/.

From the last proposition follows that e.g. textbooks are
subjected to much slower growth rate of new definitions, con-
cepis etc. than e.g. specialized scientific works.
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In other words, any generally applicable texts oriented
to a wide variety of users have a much slower structural
growth rate than the texts oriented to s narrow circle of
specialists.

The investigation into the principles of structural
growth of various texts (by the way, the laws of Zipf and
Mandelbrot apply to only one aspect of structural growth)
should provide us with a facility to not just analyse the
texts, but also to create specific problem-oriented texts and
modify them of necessity to comply with the requirements of
individual applications.

We believe, that by specifying objective and pertinent
characteristics of the text construction, approved by its re-
cipients as to be the most effective, and by analysing trends
of change in these characteristics in relation to this or
other function of the text under investigation, it will become
possible to formulate, on the basis of these characteristics,
the criteria for evaluation of languages for man-machine com-
munication.

Moreover, the analysis of a representative collection
of texts ought to give us a clearer picture of e.g. what
shall be the optimum volume of vocabulary, what is the role
of special terminoiogy within the vocabulary, what is the mea-
ning of different aspects in literary text translations and
of other characteristics of language pertinent to dialogue.
In short, the aim of our study was to find out the common
properties of textual description and the correlation between
form of languasge in description and the conceptual content
which it embraces.

At present, many specialists in various scientific re-~
search areas, from artificial intelligence to literary arts
are looking for answers to the above mentioned problems with
the same objective in mind of how to organize in a most effe-
ctive way the communication, i.e. information exchange among
people in society in general and in a computer environment
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in particular.

To organize adequate dialogue in man-machine systems we
should take into account all five of the abovementioned pro-
positions regarding its structure. As first four propositions
were already discussed in a mumber of publications /13,14,15/
we shall examine in more detail on examples of different texts
the fifth proposition only, which embodies the two following
concepts:

1. The process of text formulation in any languasge should
respect all the variety of structural aspects of the way hu-
mans perceive, represent and disseminate knowledgee.

P. Zipf's principle of least effort reflects man's pere-
nnial search for ideal knowledge representation forms, that
is those forms which combine optimum speed of dialogue con-
struction with potential to express complex concepts.

The problem just outlined is pretty much the same as the
one of choosing between universal lenguage (i.e. the language
in the broadest sense of the word) and the special language
(prescriptive languasge or language of instructions).

To analyse different samples of texts we made use of the
techniques from the methodology arsenal of various fields,
such as cluster analysis, pattern recognition and problem
golving. To evaluate and compare different text samples we
employed coefficiants of the corresponding function approxi-
mating distribution frequency of words in a given text.

Purther on we present an explanation for choosing this
or other type of texts. However, in selecting poetic texts we
followed our intuition, so this part of text collection ref-
lects our subjective tastes and biases.
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II. Structure, vocabulary and "naturalness"
of langusgese.

Really, in searching for an adequate user-friendly com-
puter language we cannot overlook an evident candidate - na-
tural lenguage. Let us set aside for a while the question of
adequacy of such a solution and concentrate on the point of
what we have in mind when we use expression "natural langua-
ge"., Any language is characterized by two basic parameters,
the vocabulary and the structural organization of words in
texts. In his works 2ipf /11,16/ devoted much of his atten-
tion to the investigation of text vocabulary end of laws go-
verning process of knowledge evolution. He found out that the
growth rate of human knowledge follows specific law (fige1).
He also noticed that at some point in the process of knowled-
ge accumulation starts division of total knowledge into a se-
ries of problem-oriented knowledge /17/.

volume of ;nformafibn

G — | /1

C—

'—— levels of problem-~

dialogue ///oriented knowledge

procedure

Zipf law

volume of problem-
oriented knowledge

‘Fig.j, Process of knowledge evolution.
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In different realms of human endeavoring, for example
within boundaries of an institution, organization or club we
are witnessing an emergence and evolution of a jargon, a 1li-
mited language of specialists, that suits them and satigfies
their needs of communication.

In usage, and in this case it means solving of specific
problems and commnicating about them, the language of speci-
alists evolves in the way all languages evolve.

Specifity of a problem-oriented knowledge is manifested
first by the form in which the knowledge of the particular
subject area is being represented; the illustration of this
aere e.g. formulae in mathematics, expedition diaries in geo-
logy, experimental data tables in physics, questionnaires in
sociology, etc., and second by thesaurus of its own. In a
1ife of a dynamic knowledge system its thesaurus may grow agnd
decrease in volume and shift in informetion space. The first
characteristic of the problem-oriented knowledge contributed
to the development of logical approach and is in itself a
result of striving to use the most effective formal-logic ba-
sed apparatus for processing of knowledge of a given subject
area. The second characteristic may be related to the linguis-
tic approach, reflecting the need for semantic processing and
is of a pragmatic nature. Both characteristics have at their
root the urge to speed up information processing which is
prerequisite of increasing an efficiancy of the investigation
and communication process in a given subject area. That is,
the emergence and evolution of a variety of knowledge repre-
sentation forms, embodied in a concept of problem-oriented
knowledge, may be contributed to be an outcome of incessant
efforts to speed up interaction within concrete subject areas.

It should be mentioned that fig.1 répresents Zipf's law
in a rather simplified way. In fact,elements of one level are
interacting with elements of another level forming in this
way & mumber of relationships of various character and esta-
blishing contacts among different subject areas and hierar-
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chies of knowledge.In contrast to the lower level elements,
the elements of higher level possess integrative properties
which enable them to enter into relationships with any element
of the seme or lower order exercising in this way the princi-
ple of vertical and horizontal ordering. .

Scientific activities depend to a great extent on the
development of problem-oriented knowledge. However, to solve
problems we often have to refer to knowledges of neighbouring
areas. To use that knowledge we have to coordinate different
concepts which are presented in a variety of specific forms.
And to coordinate different representation forms of problem-
oriented knowledges and their thesauri we have to refer to
the higher levels of knowledge representation (fig.1). At the
higher level the concepts of the subject area under investi-
gation and of its neighbouring areas, to which we are refe~
rring to for assistance and analogy, have common semantics
with a result that a dialogue of specialists is becoming pos-
sible and exchange and understanding of concepts from diffe-
rent subject areasis taking place. In such a way the higher
level knowledge has a status of an "interpreter™ of different
representation forms of knowledge from the lower, more deve-
loped levels.

In relation to "specialized languages"™ of the lower le-
vels the high level language may be considered to be a kind
of "natural languege" to which a role is assigned of ensu-
ring coordination and cooperation among them. Based on such
an interpretation of natural language we may refer to its vo-
cabulary as to a sort of abstraction. In fact, in real life
we alweys use some subset of the natural language vocabulary.

The data given in /18/ on the structure of natural
vocabulary usage demonstrate in a clear fashion this division
into the "general" and a number of "specific" vocabularies.

An examination of structural relationship of words in
texts in a given language might be quite helpful in dialogue
construction, but this topic has not recieved adequate consi-
deration from the computer specialists. Imparting conventio-
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nel descriptions based on grammatical rules to the computer
have shown to be an inappropriate method of man-machine commi-
nicetion. At best, conventional descriptions may find their
use in analysis of existing texts. In their works, J.Estoup
and E.Condon /19/ pointed to the presence in meaningful texts
of a definite structure which may be used as a criteria indi-
cator in quantitative evaluation of texts.Later Zipf analysing
frequency distribution of words in meaningful texts found out
that this distribution can be approximated by some function.

This reasoning may be taken as a confirmation that at
the root of our intuitive recognizing of harmony and “beauty"
of some texts, of their intrinsic property to be comprehended
more easily than others, lies some fundemental law, which al-
though we may not understand completely at the moment, but
which nevertheless manifests itself in a definite frequency
distribution of words.

Any designer of a computer-based dialogue system is in
fact a creator of a language. Hence, he should choose an ade-
quate vocabulaery and orgenize a dialogue on the basis of it.

Computer-based information systems are a fairly new deve-
lopment still without tradition and widely accepted methodo-
logy. But it is encouraging to witness penetration of this
field with general trend "to humanize" technical systems.
There is a recognized tendency to organize information inter-
action in such a way that participants may communicate among
themselves in & most natural way of everyday discourse assis-
ted by computer—based information system. In this way the in-
formation system may develop into a genuine user-friendly to-
ol facilitating communication. Nevertheless, that does not
mean that user should be competely ignorant of what goes on
with his information once it entered into and is being proces-
sed by information system. He should certainly be aware of
all the modifications his information is subjected toe.

At the foundation of a sound scientific methodology
should lie principles aimed at achieving common understan-
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ding and effective communication among people in a given sub-
ject area. We should also take into consideration the follo-

wing factors, First, that behind all human activities lies
motivation to reach an objective and second, that information
system is to function within boundaries of a given subject
area,which implies its close ties to the specific manner of
knowledge representation in the concrete subject area.

In the process of a dialogue its participants are active-
1y reconstructing and evaluating messages. The messages are
usually interpreted on the basis of prejudices and previous
knowledge, that is, on the basis of expectations, concepts,
meanings, knowledge of languages, etc. The aim of any dialogue
is to achieve understanding between its participants. But if
no ground for understanding existed prior to act of communi-
cation the chances are that subsequent dialogue will not result
in common understanding of its participants. Common under-
standing presupposes knowing the language rules and concepts
of a given subject area. Therefore, to make appropriate use
of computer as an intermediary in dialogue we have tfo expand
communication language by supplementing it with rules and
words which could be "understood" by computer.

In this way we obtain two linguistic systems, one that
consists of vocabulary end based on it rules for generating
texts convenient to be communicated to computer and the other
consisting of vocabulary and rules pertinent to specific
subject area and existing regardless of computer. If we wish
to use computer effectively we need to integrate both systems,
which implies that we have to combine logical and linguistic
approach to knowledge representation.

But how to combine these approaches in the most effecti-
ve way so as to achieve adequate man-machine commnication,
or put differently how to organize dialogue of specialists
with computer as an intermediary so that specialists need
not change much of the way they communicate in everyday life?

The present state of affair in linguistics and computer
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science does not allow us to propose a definite answer to
this question. Majority of the existing dialogue systems are
based either on an intuitive effort to reduce vocabulary with
the result that rigid structure of text generation is agchie-
ved or on the concept of providing large vocabularies which
give one an illusion of "naturalness" on account of using a
lot of synonyms. '

As we stated,the aim of our work was not to provide defi-
nite answer to the problem of dialogue construction. Nevert-
heless, the results of experiments we carried out on collec-
tion of texts confirmed existence of definite regularities
in natural languege texts which could be expressed by quenti-
tative parameters. That gave us a means to evaluate various
"artificial languages" and compare their characteristics with
those of the natural language. By the way, the term "artifi-
cial language" seems not to be quite adequate. On account of
unsettled terminology we use it as an antonym to the natural
language and include into its class all those languages which
are characterized by strict rules of text generation. In the
way of example we may offer mathematical formuletions, des-
criptions of chemical béactions, instructions of computer
progrems, which are related by the common characteristics of
logical approach prevalence and belong to the group of forma-
lized problem~oriented and programming languages.

In performing experiments on texts of various types we
aimed at bringing out the underlying structural and vocabular
pattern of an adequate dislogue construction. For this purpo-
se we used texts set in different languages, such as language
of poetry, standard programming languages and specialized
problem-oriented languages of various subject areas. We tried
to use only "good" texts, that is the texts proven in usage
to be easily comprehended by man.
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III. Collection of texts for analysis.

Since the primary objective of our study was the quanti-
tative analysis of structural aspects of various texis and
their comparisoh and identification we tried to make our col-
lection a8 diverse as possible.As a consequence we covered
various categories and genres ranging from natural language
texts of literary arts and nonfiction alike to texts written
in different artificial languages.

Enumerated text collection with relevant characteristics

is presented in table T.
Table 1.

Enumeration and parameters of jnvestigated texts.

"N ' Author, text title " Text size Vocabulary
(words) (words)
— s — "3 ”
1 A.C.Nymxun. Mos PomocmoBHas. 365 222
(A.S.Pushkin, My genealogy) )
2 A.C.llymxuH. Esepckufi. 920 540
(A.S.Pushkin, Ezersky)
3 A.C.[ymxux. Mepuuit BcapHuk. 2049 965
(AeSe.Pushkin,The Bronze Horseman)
4 A.C.Nymxwn. Jomux B HomomHe. 1763 811
(A.S.Pushkin, A hut in Kolomna)
5 We.Shakespeare,Sonet 66 91 72
6 W.Shakespeare.Sonet 66, tr.by Marshek 70 54
7 W.Shakespeare,Sonet 66, tr.by Bene- 77 T1
diktov .
8 W.Shakespear;.Sonet 66, tr. by 79 61
Pasternak

9 R.Burns. Is there for all that ... 269 105
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T . 5 , ) 3 3 S

10 R.Burns. Is there for all that ... 200 99
tr. by Marshak ’

11 L.Carroll. Jabberwocky 165 89

12 L.Carroll. Jabberwocky, tre. by 108 71
Orlovskaya

13 L.Carroll. Jabberwocky, tr,by 147 101
Shchepkine~Kupernik

14 P.Verlaeine.Chanson d4'Automne 50 41

15 P.Verlaine,Chanson d'Automne, tr. 40 37
by Sologub

16 P.Verlainé.Chenson 4'Automne, tr. 40 36
by Geleskul

17 Pe.Verlaine.Il pleure dans mon 80 49
coeurse.

18 P.Verlaine.I1l pleure dans mon 55 43
COUT +e¢+y tr.by Geleskul

19 Pe.Verlaine.Il pleure dans mon 54 28
COEUYress, tr. by ﬁrenburg

20 P.Verlaine.Il pleure dans mon 52 38
coeur, .+, tre by Pasternak

21 Dialogue with IS "Economy™ 991 185

22 Dialogue with IS "DIANA" 1039 311

23 Dialogue with IS "SITO" 2485 578

24 Fortran. Procedure "Mapon" 576 77

25 Algol. IS "SITO" (fragment) 3521 148

26 Basice. IS "DIANA" without commen- 10247 924
taries

27 Commentaries to IS "DIANA® 1105 253

28 Basice. IS "DIANA" with commentari-11329 1182
es

29 Frequency dictionary of Russian 1056982 39268

language
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30 Ternary tree 1216 242
31 Binary tree 2049 256
32 Pibbonacci tree 2421 233
33 Iucas tree 3488 272

34 f(m)=re- p(F(F(£(7-1)))) 3594 250

As one can see the collection comprises texts from poet-
ry too, which we included with an aim of examining possible
relationship between the distinctive feature of condensed
form inherent to poetry and the quantitetive peremeters that
may describe pattern underlying its structure.

We also included texts in different natural languages -
English, French and Russian with an aim of proving our claim
purporting that our methodology of investigation is applicab-
le to any given natural language regardless of iis belonging
to specific group or category. Or put differently, we tried
to confirm a conjecture that structural characteristics of
languege texts do noi reflect innate properties of language
but rather universal property of human mind to comprehend in-
formation in abstract forme. This property may be accounted
for the evolution of great variety of natural langueges sig-
nificantly differing in structural form, but all with the sa-
me characteristics of being easly comprehended.

It was deemed useful to include Russien translations of
some literary texts and compare their structural characteris-
tics with those of originals in French and English. We used not
only translations of high literary merit by remarkable trans-
lators of outstanding personality, but also translations cha-
racterized by almost literal rendering of original. This made
it possible for us to draw certain conclusions as to the fea-
sibility of our technique to assess the degree to which some
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translation may have approached original.

The chosen texts of literary works (including transla-
tions) belong to various epochs, genres and schools but all
are generally acclaimed to be masterpieces in their own
class, which implies that they are proved to be easily com-
prehended and that they possess great ease and force in pre-
genting themselves to readere.

As an example of nonliterary natural languege text we
included into analysis the Frequency Dictionary of Russian
Language.

The collection comprises also four programs written in
different programming langueges. One of the progrems we ana-
lysed in two versions - with and without appropriate commen-
taries. The texts of programs differ in size, purpose (com-
putation or information processing) and language of program-
minge

To illustrate use of problem-oriented formal 1anguagesI
we included one text of the actual dialogue of a medical ex-
pert with computer-based dialogue system for diasgnosis of
gicknesses of abdominal cavity organs (DIANA).

We also compared vocabularies and structural organiza-
tion of the natural lengusge literaery texts with those of the
texts of dialogues in problem-oriented languages. The struc-
tural orgenization was expressed by means of quantdtative
parameters of fngﬁions approximating frequency distribution
of words in texts.

Text written in programming languages we investigated
with two objectives on mind. Our first goal was to compare

E Sometiﬁeé; the 1angnages-of this class are colled restric-
ted natural languages. We do not think it is an adequate ex-
pression since we always use some kind of restricted natural
language commnicating within our specific knowledge domain.
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their quantitative parsmeters with the parameters of.natural
texté and at the same time we wished to elucidate the role of
commentaries in comprehension of texts. With this aim we ana-
lyzed texts written in three different programming languages.
Secondly, we wanted to investigate and quantify a possi-
ble correlation between the structural organization of a gi-
ven program text and the dialogue generated by this programe
As one can see from fig.2 the vocabularies of program
text and text of the dialogue are intersecting each other.

Vocabulary of
the dialogue

Vocabulary of
the progream

in problem- text for
oriented. dialogue
language P generation
Functional
core of
problem-
Variables, oriented Functional
names of the language core of the
] -t
data in g programming
given sub- e Variables, na-'*—‘*ianguage
Ject area mes of data

in the text
in programming
language

N

Fig.2. Correlation between the vocabularies of the
programming languege and the dialogue
language.



28

It is instructive to note that the part of vocabulary of
a given subject area comprising its functional core (we use
this expression to refer to that part of the vocabulary which
is found to be present in all dialogues led in the language
of particular subject area) represents at the same time- the
varieble part of the vocabulary of a program written in pro-
gramming language.

Let us consider now main features of communication in a
computer based dialogue system. An expert well versed in his
subject matter, let's call him A, developed formalized langu-
age of his specific area of endeavor and specified all the
relevant, and from his point of view indispensable relation-
ships asmong words selected from the vocabulary of his know-
ledge domain. In this way he is actually focussing his atten-
tion to the linguistic part of dialogue. His colleague, let's
call him B would like to use knowledge of A and would like
to do in direct communication. But he is albeit compelled to
use an intermediary in the form of computer.

To examine this problem in more detail we analysed ope-
ration of the actual computer-based dialogue system of medical
diagnosis. In this system all the relationships among symp-
toms, syndroms, etc. as well as the decisions concerning the-
rapy definition are first specified in medicel jargon (subset
of netural language) and then this description (in particular,
that part of description which concerns logiéal constituent
of the dialogue) is being transformed into the language of
predicate logic (artificial language).

The question may be put forth now of what type of langua-
ge shall we use to organize dialogue between A and B by
means of computer based dialogue system and in the process
distort as little as possible of the original meaning so as
not to impair understanding. Or put more bluntly, does a pro-
cess of dialogue depend on the type of programming language
after a1l ? _ ‘

At a first glance, there seems to be no direct connecti-
on between the langusge of dialogue and programming languagee



29

For example, more important appears to be the presence in
programming languages of facility to manipulate strings. Ho-
wever, the question posed is not that simple. ’

Current trend in computer field is application program-
ming without programmers, which is manifested in develobmenf
of very high level languages characterized by a feature that
their functional core is present in them by implication only.
In ideal case of computer program statements coinciding with
concepts from the application-specific area the user would
be working under impression that he is actually communicating
in natural language (of course, not natural languasge but its
subset pertinent to his subject area). There is certain ana-
logy between the situation just described and the case of some-
one reading a book and trying all the time to associate and
replace each word of the book with concepts of his own mind.
Sometimes the process mey have a deeper recursive implication.

Using programming languages of this class we automatica-
lly achieve one-to-one correspondence between the vocabulari-
es of the dialogue generator and the generated dialogue which
means that their vocabularies have common alphabete.

In real life however, this extreme case would neither
be feasible nor possible since due to redundance the mumber of
procedures would greatly increase, their subsequent storing
would require excessive number of standard libraries and con-
sequently access to the needed procedure would become rather
cumbersome and time consuming.

Therefore, to achieve comfortable, user-friendly dialo-
gue we should first try to balance the size and content of
the vocabularies.

The methodology we employed in our exploratory investi-
gation may hopefully be of possible use -in supplying some
quantitative indicators and bring some more light to different
aspects of dialogue organization.

Besides texts enumerated above our text collection in-
‘cludes five jtems ( N° 30 - N° 34) presenting "texts" arti-
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ficially synthesized out of hierarchical structures which will
be described more in detail in  part 2.

IV. Quantitative investigation of language textis

The phenomenon of frequency of word occurrence in lan-
guage texts is a matter that has recieved considerations from
many researchers. Philology for example treats text as a lan~-
guage form through which an author by means of techniques
characteristic of his epoch and culture expresses a system
of images, concepts, views, feelings, beliefs .. - integral
to the degree he mastered his art.

Telephone book, dictionary, random selection are examp-
les of texts which are not semantically meaningful, i.e. they
do not possess a definite conceptual content (though they may
possess a definite pragmatic sense and meaning).

On the contrary, poetry texts, and that is the reason we
included them in our collection for analysis, are immensely
saturated with concepts and meanings and are expressive of
semantic content.

It is customary to decompose texts into items of diffe~
rent detail and level such as parsgraphs, sentences, phrases,
words, morphemes, phonemes, etc. In our analysis we used de-
composition of texts into lexical units in the sense of Zipf,
that is two words are treated as different if they are disti-
nguished in a dictionary.

One of the most important principles in linguistics is
thét the individual text items may be classified according to
frequency of their occuring in usage. Widely used technique
of specifying frequency spectrum of word occurrence in texts
is the method of ranked distribution which treats frequency
of text item occurrence fﬁ as a function of rank /I
comprising text items occurring with just this frequency.

Ranked distribution is usually approximated by an empi-
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rical formula. In case of text transformation the initial em-
piricel formula i8s found to be still valid for new versions
of text within the order of magnitude of parameters, but the
frequencies of occurrences of individual text items may dif-
fer significantly.

The basic tenet of linguistics is that semantically sig-
nificant texts are characterized by possessing definite stru-
cture which is manifested in a phenomenon of regular frequen-
cy distribution of text item occurrence. This regularity is
observed in semantically significant texts, that is texts
embodying conceptual content. This empirical law is known as
Zipf's law and can be expressed in the most general way as
follows.

Consider a collection of 2 objects. Each of the ob-
jects is identified by an attribute selected from a set. Let
V (f, Z) ve a number of different attributes, each of which
is used { times to identify different objects in collection
of £ objects. Then for sufficiently large 2 we ob-
tain the following relation:

V(£ 2)= ¥ )

where A is a constant depending in principle on size of
collection 2Z2 , ¥ = {+ L is exponent of the Zipf's law
and o is charecteristic value (constant).

If all the attributes are ranked in descending order of
their occurrence then the value r representing attribute
location in this series is called a rank.

Ranked representation of Zipf's law is of the form:

fr = '—;..%‘s" (2)
where £ = 1/ , C=oLB /<

Sometimes, the following formuls proposed by B . Man-
delbrot is used to approximate actual frequency distribution:

— C
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where C, B and A are constants.

Zipf's law has been tested on wide variety of applicati-
ons from diverse realms of human endeavoring and demonstrated
its validity. There is a lot of papers on this subject com-
prising corroborations of Zipf's law by such prominent sta-
tisticians as Yule, Kendall, lLotka and others.

To bring out structural patterms of vocabulary corpus of
our text collection we had to estimate quantitative parameters
of functions aepproximating ranked frequency distribution of
word occurrence in text. But first we needed the functions,
the curves of which would fit as faithfully as possible the
plotted calculated data. The functions should be simple
enough and comply with the formulse of Zipf and Zipf-Mandel-
brote.

The poetry texts from our collection showed an interes-
ting feature which manifested itself in the ranked frequency
distribution which could not be adequately approximated by
laws of Zipf and Zipf-Mandelbrot over the whole range of di-
stribution. This deviation may be attributed to the restric-
ting applicability of Zipf's law to texts having size less
than so called Zipf's size.

The process of analysing various texts from the collec~-
tion included varying numeric values of parameters of appro-
ximating functions (2) and (3). These functions were supple-
mented arbitrarily with simple rectangular hyperbola of a ty-
pe .‘chz K , which gave us a facility to assess to what deg-
ree the approximation need bde true if we wish to obtain .
subtle differentiation of text types.

To fit the approximation function to the set of points
of calculated ranked word frequency distribution plotted in
logarithmic coordinates it was first necessary to estimate
the parameters of functions and then to check their adequacy
at several characteristic points. To improve effectiveness of
approximation we additionally veried parameter K o

In the way of approximating function we considered both
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wings of rectangular hyperbola (JC a) (y 6) K /20/.
shifting one of the wings in the coordinate plane. The value
of perameter K = 50 gave in the best fit of approxima-
tion curve to the set of points of ranked frequency distribu-
tion of word corpus of poetry texts.

To check effectiveness of approximation we chose two
characteristic points, which can be seen on the fig.3 « The
characteristic points were defined as follows: first point /=1
abscissa 57/‘\' O , ordinate &z.f‘. = & F’ , second point corre-
sponding to rank /= Fmax with coordinates. abscissa &2 /' =
&t lnax  ordinate & _‘; = &Z; since Ly = 4.

1
&z

e
&Zwr

Fige.3. Experimental curve and its epproximation by
(4) end (5 ).
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Parameters of approximating functions

g =2+ g8 @
and
A _ $0 -
672—57/3”6 a (5)

were estimated so that approximation function curve should
pass through the calculated characteristic points. For the
approximation curve under consideration and given coordinates

(x-a,)(y-f) = 30

and two characteristic points are
(x/ayf)-' ZX,;=0, §1<0; (%z,42) ! X220, 42<0.

In this case

we have:

: T = X 100 X,
662"—2!;"'“—4— * Yr-Ye (7)

and
S0
a‘(,z = 4,2 T y’ (8)

The set of calculated pairs of parameters derived from
the laws of Zipf (2) and Mandelbrot (3) and from the relati-
ons (4) and (5) was used as source of data for computer pro-
cessing. Table comprising experimental data is included in
Appendix I. Enumeration of the 34 horizontal lines corresponds
to the emumeration of texts in table 1 and numbers in verti-
cal columns apply to the following 11 characteristics:

1« value of én f; (number of word occurrence of

renk 1) |

P. value of N ZE (text volume in words)

3. parameter of function (2)

4. parameter of function (2)

5. parsmeter of function (3)

6. parameter of function (3)

B X% N
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7. paremeter Q, of function (4)
8. parameter 4, of function (4)
9. parsmeter A, of function (5)
10. parameter éz of function (5)
11. value of €py (vocebulary volume in words)

Y. Structural methods of data analysis

At present, there exists a wide variety of application
software packages available for use in experimental data ana-
lysis but they as a rule comprise statistical methods in the
narrow sense of the worde. Procedures of pattern recognition
and cluster analysis, if included in the package at all, do
not form an integral part of the experimental data analysis
systeme.

On the other hand the experimental data tables represent
rather restricted mass of data to be analysed and processed
on the basis of statistical methods only.

The credibility of the results of processing such expe-
rimentel data tables may be enchanced to a significant extent
by applying approximate methodology of matching the outputs
of various programs which were chosen on account of their
ability to process source data aggregate in the process of
snalysis of the investigated area.

Based on such considerations the following requirements
regarding experimental data analysis system may by formulated:
intergctive facilities for source data entry, flexibility of °
generations and modification of experimental data tables, po-
ssibility of program sequence adaptation.

From the available collection of application software
packages we chose interactive system SITO (SITO is the Russi-
an word meaning a sieve or to sift) developed in 1980 in Le-
ningrad Research Computer Centre of the USSR Academy of Scien-
ces for use on Cyber 172/6, not only because one of the aut-
hors of this study happens to be its developer and the various
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practical applications have demonstrated its effectiveness,
but rather on account of this system capability to comply in
the best of manner to all the requirements imposed on it.

And just the features of flexibility in choosing of investiga-
tion direction helped to integrate this system into complex
strategy (methodology) of experimental data processing which
eventually reflected in the authenticity of the results.

The methodology of investigation included the following
procedures of source data processing:

1. Creating local data base and storing experimental
data tables into it,

2. Determining one-dimensional d<stribution selected for
analysis of parameters over the whole range of objects.

3. Determining principal components.

4. Printout of projections of the totality of objects to
the plane, in the order of sequence of the parameters and
first two eigen values (1-2, 1-11, 2-11, 3-4, 5-6, 7-8, 9-10
and Af’ AZ de

5. Computing parameter clustering using interrelation-
ship of observed data as a measure of similarity.

6. Applying hierarchiéal cluster procedure to determine
in a stepwise manner the number and formation of classes.

7. Computation of the increment function of interclass

distance.
' Before we enter upon examination and evaluation of the
results of data processing (Appendix) let us, in accordance
with previously formulated propositions and conjectures about
dialogue organization, make clear once again what we expect
to achieve by classifying texts on the basis of the parame-
ters depicting patterns underlying their structures. To this
end we shall postulate several hypotheses relying directly
on the actual objective grouping of the texts in Table I
(selection of the individual texts may be sudbjective, but
collection as a whole has been made to comply with the objec-
tives of the investigation).

The hypotheses we present in the order of increasing
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degree of text differentiation:

Hypothesis I. /

Potality of 34 texts may be divided into three classes:
- texts 1 through 20 - natural language texts :
texts 21 through 28 - artificial language textis
text 29 - dictionary, an example of natural language non-
fiction +text
texts 30 through 34 - group of tree - structure texts.

Hypothesis II.

slations of Verlaine) as a separate distinctive group within
the class of natural languege texts. The rest of classifica-
tion remained as presumede.

Hypothesis IIl.

In the class of the natural lenguage texts it was possi-
ble to distinguish those texts of translations which were
structurally close to the originals. In the class of artifi-
cial language texts it was possible to separate the texts of
dialogues from the texts of programs.

Hypothesis IY.

iﬁrtﬁe pfdcésé of classification no grouping of texts
was observed in respect to the language they were written in.

Hypothesis Y.

rity in comparison with other natural texts. We could not re-
sist =a temptation to check if the classification procedure
would reveal any etructural specifity of the enigmatic poem
"Bronze Horseman" by Pushkin in relation to which a mumber of
researchers /21-24/ are trying to prove the presence of the
second conceptual layer in it.



38
YI. Analysis of the results of data processing

In Appendix 2 listed are in sequential order the projec—
tions of all 34 texts to the plane, coordinates of which are
paremeters 1-2, 1-11, 2-11, 3-4, 5-6, 7-8, 9-10, A, = A,,
where A4y, A, stands for the components obtained by the
method of principle components for the experimental data tab-
le. Visual interpretation of the interrelationships among
the totality of texts in the A, - ﬁz_ plane allow us to make
a classification in accordance with the hypothesis proposede.
Validity of this conclusion was confirmed by concurrence of
the overall patterns of the text distribution in the planes
(1-2) and (9-10) respectively, in spite of different position
of individual texts in these planes.

On the account of the visual method of classification
being of a rather subjective nature we will refrain from dra-
wing finel conclusions - until we examine the program outputs
of the hierarchical cluster analysis procedurese.

In Appendix 5 presented are in a sequential order the
results of classification obtained on the basis of three dif-
ferent methods of determining distence among the objects.

The results obtained by using the totality of all 11
paremeters are in accord with the hypothesis. In eddition,
the specific structural patterns of various texts were revea-
led in an urmistakable clear-cut fashion. For example all the
Pushkin texts we observed (and they, according to /22/ form
a unified cycle) show in refined decomposition a tendency to
form separate cluster of their own, which at rough classifi-
cation breaks down into texts 1,2,4 and blends into class of
natural language texts. Text N° 3 however persistently ming-
les into the class of artificial language texts by which it
manifested its particular structural pattern.

The classification revealed the following specific fea-
tures of the texts of translations: B

- text of original 5 and its translation texts fall into
the class of natural language texts, but at detailed classi-
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fication they cluster into the separate stable group of their
own; hence, for these texts may be said that they have simi-
lar structural characteristics, Text 7 however, forms separa-
te cluster of his own in spite of being translation of the
seme original. ’

- original texts 14 and 17 end their translations 15, 16,
18, 19, 20 form so called Verlaine class, excluding transla-
tion texts 19 and 20 which merge into the general class of
natural languege texts. That is, the hypothesis of existence
of separate Verlaine class based on his unorthodox
use of words was unequivocally supported by evi-
dence of distinct structural pattern of all the Verlaine
texts.

We have no intention of imputing that some translations
are more adequate than otherse<However, the results of classi-
fication allow us to observe concordance of structurel pat-
terns of some translations with their originals. So, for
example, the translation text 13 of the original text 11
Judging by the close structural likeness may be included in-
to Verlaine classe.

Clasgification results also confirmed, in an ummistakab-
le fashion, the hypothesis of structural homogeneity of arti-
ficial language texts. At more detailed classification the
artificial language texts broke down into two classes: dia-
logue texts 21, 22, 23, 27 and texts of computer programs
25, 26, 28.

"As can be seen in Appendix 2 and 3 analysis revealed no
evidence that would suggest presence of specific structure in
the texts which were written in different natural langusges
(Russien, English, French). So the hypothesis that structure
of the text does not depend on the language it is written in
was confirmed beyond doubte.

And to sum up, the results of applying hierarchical
cluster analysis procedures allow us to draw sufficiently
detailed conclusions as to the structural pattern of each
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individual text. These conclusions are, however, reached on
the basis of using totality of all 11 parameters, which compli-
cates visual interpretation of obtained results, Thus, the
question remained open of what is the actual functional inter-
dependence among the parameters, or put more exactly which
parameters should be chosen from the collective of parameters
to achieve satisfactory structural portraying and disclosure
of individual patterns of each text from the collection.

Besides, it may be of importance to note, that the ex-
pressions (4) end (5) we have chosen quite arbitrarily, rather
as a counterpoise to the laws of Zipf (2) and Mandelbrot (3)
which as a matter of fact necessitate theoretical explanati-
ons and modifications as is witnessed by publications of mu-
merous studies devoted to this subject.

To assess the significance of each pair of parameters
(1-2, 1-11, 2-11, 3-4, 5-6, 7-8, 9-10) and the role they play
in disclosing structural pattern of different texts let us
first examine the results of hierarchical classification ob-
tained by use of the following pairs of parameters:

- parameters "1-2" representing baslc characteristics
of the text, ie.e. text size and the number of appearance of a
word having rank 1. The results of classification based on
application of this pair of parameters confirmed the hypothe-
sis I only. _

- parameters "3-4" representing coefficients of Zipf's
lawe. Classification disclosed the following separate groups:
the class of natural langusge texts, the class of artificial
language texts including text 29 (dictionary); it was also
possible to distinguish "Verlaine class®™ excluding texts 19
end 20 (translations);

- parameters "5-6" representing coefficients of Mandel-
brot's lawe The classification on the basis of this pair
highlighted Verlain class only, excluding texts 19 and 20
(transletions). Naetural language texts fused with artificial
language texts, including dictionary text, into one large
cluster. Confirmed was the specific structural pattern of the
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texts 7 and 13.
- parameters "7-8" representing coefficients of the ar-

bitrarily chosen expression (4). Resulis of classification

do not allow us to reach any definite conclusion. _
- parameters “9-10" representing coefficients of the ex-

pression (5) which is symmetrical in respect to (4). Results
of classification confirm the hypothesis I. More detailed
classification brought out text N°3 as belonging to the class
of artificial language texts. It was possible to distinguish
the Verlaine class excluding translation texts 19 and 20.
Translation text N°7 was identified as possessing specific
structural pattern.
i - parameters 1-11 and 2-11 gave  similar resultse

By matching the results of classification obtained on
the basis of different pairs of parameters with that of applyin
all 11 parameters we were able to reach the following conclusio:

The pairs of parameters "1-2" and "9-10" exhibited an
inherent property to divulge specific patterms of text struc-
tures in respect to hypothesis I. Analysis of the position of
objects on their projections pointed to the "9-10" pair as
being the most expressive in revealing structural patternse
This was further confirmed during visual interpretation which
demonstrated capebility of the "9-10" pair to elucidate sub~-
tle differentiation of texts in accordance with all the hypo-
theses. In addition, the visual interpretation coincided with
results of classification on the basis of all -11 parameters.

It is noteworthy that the results of classification ba-
sed on application of hierarchical cluster procedures using
"9.10" parameter pair are in some ways inferior to the results
of the visuel interpretation carried out on the basis of pro-
jection of this pair. Besides, the results of applying hierar-
chical cluster procedure using collective of 11 . parameters
are in complete concordance with visual interpretation based
on the "9-10" pair projection. o

Parsmeters "3-4" (coefficients of Zipf's Law exhibited
an inherent property of being able to disclose specific struc-
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tural patterns of natural and artificial language texts.knaly-
sis of the position of text numbers on their projectionb poin~
ted to parameter 4 as being of decisive importance in classi-
fication.

Application of the hierarchical cluster procedures.-on the
basis of parameters %"5-6" (coefficients of Mandelbrot's law)
resulted in the classification which was diemetrically oppo-
site to the one obtained by thevisualwiﬁ%egpretatiqpof their
projections to the plane. Visual interpretation coincided ho-
wever with the classification made on the basis of the colle~
ctive of 11 parameters. Actually, we were able to distinguisﬁ
on the projection the class of artificial language texts inc-
Juding text N°3 (that was one more confirmation of this text
possessing specific structural pattern) as well as text N°29
(dictionary), and to obtain fine differentiation of the na-
tural language texts. However, the compactness of these clas-
ses differed so much, that soon became evident that formal
cluster anaiysie on the basis of "5-6" parameter pair would
not be feasible due to inability of this method to compensa-
te for wide ranges of dispersion of values of Mandelbrot
coefficients in respect to the natural language texts, This
inhomogeneity was displayed in a most obvious way in the case
of Verlaine texts which the application of hierarchical clus-
ter procedure brought into focus as a separate class while at
the same time all other texts merged into one general class.

The results of matching analysis allow us to suggest
that coefficients of Mandelbrot's law possess an inherent
property of being able to effect subtle differentiation of
semantically significant natural language texts. Let us ex-
plain what we have in mind when we use expression "subtle dif-
ferentiation".Almost all the results of the data processing
point to the similarity of structural pafterns of the texts
5 and 6; 17, 14, 15, 16, 18 and so one On the other hand, the

81gnificant scattering of these and other text numbers on the
projection of Mandelbrot coefficients provide evidence to the
contrary. In this way, the coefficients of Mandelbrot's law
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mey be compared with a microscope with large factor of enlar-
gement with which we aim to observe relationship among objects
but which brings into our scope of view the individual proper-
ties of objects only. In other words, gpplication of Mandel-
brot coefficients presupposes careful and appropriate selecti-
on of the objects of investigation.

In Appendix 3 listed are the projections of paremeters
onto the plane, coordinates of which are the first two compo-
nents (the method of principal components was applied to 34x11
experimental data table, which was rotated by 90° in relation
to the initial position). Observed "closeness" of parameters
may be taken as an indication of intensive correlations among
parameters 1, 2, 11; 3, 4, Se

Now the results of text classification and the influence
of different parameters could be made more precise by using
projection onto the principle components and applying cluster
analysis procedures for different subsets of parameters.

By applying such methodology of data processlng we were
able to solve two tasks at once: to effect stepwise refine-
ment of text structure differentiation, and reveal parametg?s
most appropriate for a particular application.

The methodology which we used for classification of text
collection allowed us to differentiate specific patterms of
text structures to a much finer scale than it was possible
with the method of visual interpretation based either on the
empirical ranking distribution of word occurrence in texts or
on the plots derived from the laws of Zipf (2) and Mandelbrot
(3) (see Appendix 6).
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